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From uni-modal documents ...

Introduction

©  L.Tamine-Lechani 

• Modalities

•Low level features

•High level features

Image Text Audio
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From uni-modal documents  to multi-modal documents

Introduction

©  L.Tamine-Lechani 

• Video (image and audio)

•Text and image

•Text, image and audio
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Multiple downstream tasks require feature extraction from uni- or multimodal documents

Introduction

©  L.Tamine-Lechani 

• Visual question answering
ü Providing an answer to a question given a visual input 
(image or video) © visual QA dataset

• Image Captioning
ü Generating a textual description given a visual input 

(image or video)

"Tour Eiffel by night"

(question)

(input) (input)

(output) (output)

(input)

(output)
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Multiple downstream tasks require feature extraction from uni- or multimodal documents

Introduction

©  L.Tamine-Lechani 

• Visual retrieval 
ü Retrieving an image mapping a textual query given as input

• Conversational search

"A man eating an apple"
(input)

(output)

"Alexa, Where is Master SID achieved?"

(input)

(output)

"In Rouen and Toulouse"
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Learning expected in this module: lecture, project, master class

Introduction

©  L.Tamine-Lechani 

• Focus of this lecture
ü Address three distinct modalities : text, audio, video
ü Learn methods and techniques for low-level and high-level feature extraction

from each modality
ü Use feature-based descriptors in downstream uni-modal tasks

• Focus of the project
ü Consider multi-modal documents 
ü Learn to combine multiple modality features to address

downstream tasks

• Master class (expected)
ü Learn about multi-modal feature extraction from documents
ü Learn about cross-modal downstream tasks
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•Course description
Study the models, methods and implementation of information extraction and
analysis from documents by considering three distinct modalities:
ü Text
ü Video
ü Audio

•Learning objectives
ü Extract low level features from text, audio and video documents (eg.,

entities, color, texture)

ü Analyse high-level descriptors from text, audio and video documents (eg.,
text semantics, image outline in videos)

ü Study downstream tasks on mulltimedia data (eg., opinion extraction from
textual documents, speaker recognition from audio documents)
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•Prerequisites
ü Python programming
ü Basics in supervised and unsupervised learning
ü Basics in text, image indexing and representation

•Course material
ü Copies of the lecture slides are posted on the MOODLE page of this lecture
ü Book and readings references are provided for each part

•Grading 
ü 1st session: Hands-on sessions, assignment of 30% of the final score 

o Hands-on experience with techniques discussed in class must be done individually
ü 1st session:  Final written exam in class, assignment of 70% of the final score
ü 2nd session: Final written exam in class, assignment of 100% of the final score
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• Course structure
o Part 1: Information extraction and analysis from text media

Lecturers: Lynda Tamine-Lechani, José Moréno

o Part 2: Information extraction and analysis 
from audio media

Lecturer: Jérôme Farinas

o Part 3: Information extraction and analysis 
from vidéo media
Lecturer: Julien Pinquier
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• Course general information
o Semester: 1 (September- November 2022)

o Hourly volume of the course: 20H C, 16H TD, 24H TP

o Project
A case study in the form of project is planned after the end of the 
course for the students who do not felllow "Alternance.
Modalities will be sent later


